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Abstract: Short term load forecasting (STLF), which aims to predict system load over an interval of one day or one
week, plays a crucial role in the control and scheduling operations of a power system. Most existing techniques
on short term load forecasting try to improve the performance by selecting different prediction models. However,
the performance also rely heavily on the quality of training data. Although the grey forecasting model has been
successfully adopted in various fields and has demonstrated promising results. This paper proposes three short term
load forecasting models based on Grey System theory, namely Grey One Index Model (GM(1,1)), Grey Two Index
Model using previous year similar day values as input along with previous hour values (GMY (1,2)) and Grey Two
Index Model using previous day values as input along with previous hour values (GMD (1,2)) respectively. As
shown in the results, the Grey model and its optimized models can increase the existing prediction accuracy. These
models have a potential to be used for real time forecasting in smart grid network due to their negligible processing
time.
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1 Introduction
Starting from the birth of AC Power Transmission, in
1886 [1], the electrical power system has undergone
huge metamorphosis, so much so that in a few years
of time it will become ready to transform itself into
a Smart Grid system with Artificial Intelligence inte-
grated to govern situational awareness [2]. The basic
reason behind this transformation is simple. With the
gradual increase in the demand of the most magical,
useful and fantastic phenomenon on earth, i.e., elec-
tricity, and with inadequate conventional resources to
generate electricity, we are left with no other choice
but to find alternate ways to tackle out this scarcity.
Innumerable approaches spreading from integration
of several Renewable Energy Sources (RES) to op-
timization of energy consumption following various
innovative techniques have been proposed, and more-
over implemented in order to reduce the consumption
of the fuel used for power generation. One of the ap-
proaches to optimize the use of fuel at the generation
plant is to know exactly the amount of power required
to be generated in upcoming time period which will
concisely fulfil the demand of consumer side without
any fuel wastage. This approach is formally known
as Load Forecasting and the behaviour of consumer
in terms of load consumption is known to the sup-

plier with the help of historical load consumption data
records.

Electric load forecasting is the practice used to
forecast upcoming electric load using known histori-
cal load and historical, current and forecasted weather
information. Load forecasting is normally carried out
to help planners in creating strategic decisions with
regards to unit commitment, interchange evaluation,
hydro-thermal co-ordination and security assessments
[3]. Electrical demand forecasting has turned into one
of the major research fields in electrical engineering.
The supply industry requires forecasts with lead time
that ranges from short term to long term. Many coun-
tries have recently privatised and deregulated their
power systems, and electricity has been turned into a
product to be sold and bought at market prices. Since
the load forecasts play a crucial role in the structure of
these prices, they have become vital for the supply in-
dustry [4]. Improvement in accuracy of electric load
forecasting model is directly dependent on the cost-
effectiveness of the system.

While forecasting load, numerous relative factors
have to be considered on which that regional load may
depend. Hence, the task becomes a little complicated,
because the current hour load may depend on load at
previous hours, load at the same hour on the previ-
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ous days, load in previous weekdays, and so on. Still
the load pattern may show some randomness. For
achieving further predictability, we may have to con-
sider other features, for e.g. weather-related features,
like temperature, humidity, etc. Most of the available
and modified models for forecasting purposes have al-
ready been tested for Load Forecasting with appre-
ciable success [5]. Broadly, these models are of two
types. First one is the Time Series model which mod-
els load as a function of its past observations, and sec-
ond is the Causal model, in which exogenous factors
like weather and social variables are also considered
as inputs. However, load forecasting can be divided
into four major categories [10]:

Figure 1: Classification of Load Forecasting

1.1 Long Term Electric Load Forecasting

Forecasting with horizons of one to ten years, and
sometimes up to several decades is termed as Long-
Term Forecasting. It provides weekly/monthly fore-
casts for peak and valley loads which are important to
expand generation, transmission and distribution sys-
tems. In other words, the electric utility company gets
to know its future needs such as equipment purchases,
staff hiring, expansion and maintenance [6].

1.2 Medium Term Load Forecasting

Medium term load forecasting covers a time span of
one to twelve months. This kind of forecasting de-
pends largely on growth factors, i.e. elements that in-
fluence demand such as addition of new loads, main
events, demand patterns of seasonal variations, large
facilities and maintenance requirements of large con-
sumers [7]. Additionally, this kind of forecast uses
hourly loads for prediction of the peak loads of days.
With this information, it is obvious that whether to
take certain amenities/plants for maintenance or not
through a given period of time. It will also help in

planning major tests and commissioning events. It can
also help to decide outage times for plants and major
parts of equipment. The estimation methods used for
this kind of forecast are similar to that of short term
forecast. However, it should be observed that, the sen-
sitivity of medium-term forecasting on power system
operations is less than that of the short-term forecast-
ing.

1.3 Short Term Load Forecasting

The short term load forecast is for a period of one
day to one week. Short term load forecasting can
help in estimating load flows and making decisions
that can prevent over loading. Timely implementa-
tion of such decisions leads to the improvement of
network reliability and reduced occurrences of equip-
ment failures and blackouts. Moreover, short term
load forecasting schedules various utility processes
like generation, fuel purchases, maintenance and se-
curity analysis. Main forecasting errors can lead to
either excessive conventional scheduling or excessive
risky scheduling that can make heavy economic penal-
ties. Large savings can be attained if exact load fore-
casts are used to support these actions. The time hori-
zon of the forecast hinge on the way the forecast will
be used. Short-term load forecasting (STLF) is neces-
sary for economic scheduling of generation capacity.
A very good example about the significance of load
forecasting accuracy is that an increase in 1% of fore-
casting error caused an estimated increase of ten mil-
lion pounds of operating costs for one electrical utility
in United Kingdom [8].

1.4 Very Short Term Load Forecasting

It horizons single minutes to several dozen minutes.
With load forecasts having very short time leads,
it is easier to monitor the vulnerable varying load-
frequency and also economic dispatch functions of the
energy management system (EMS). Very short Term
Load Forecasting can also fulfil the purpose of real
time control and security evaluation [9].

1.5 Importance of Short Term Load Fore-
casting and Online Application in Smart
Grid

Short term load forecasting (STLF) plays a key role in
the formulation of reliable, economic and secure oper-
ating strategies for the smart power system. The major
objective of the STLF function is to provide the load
predictions for the elementary generation scheduling
functions, evaluating the security of the power sys-
tem at any time and timely dispatcher information.
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The main application of the STLF function is to de-
rive the scheduling functions that determine the most
economic commitment of generation sources consis-
tent with operational constraints and policies, reliabil-
ity requirements, equipment and environmental limi-
tations. For purely hydro systems, the load forecasts
are essential for the hydro scheduling function to de-
termine the optimal discharges from the reservoirs and
generation levels in the power stations. For purely
thermal systems, the load forecasts are required by the
unit commitment function to determine the minimal
cost hourly strategies for the start-up and shutdown of
units to supply the forecast load. For mixed hydro
and thermal systems, the load forecasts are needed
for hydro-thermal coordination function to plan the
hourly operation of the various resources so as to min-
imize production costs [11-12].

The hydro schedule unit commitment, hydro-
thermal coordination function needs system load fore-
casts for the next day or the next week to determine the
least cost operating policies subject to the various con-
straints imposed on system operation [13]. A closely
associated scheduling task is the scheduling and con-
tracting of interchange transactions by the interchange
evaluation function. For this function, the short-term
load forecasts are also used to determine the economic
levels of interchange with other utilities.

A second application of STLF is for predictive as-
sessment of the power system security. The system
load forecast is an essential data requirement of the
off-line network analysis function for the detection of
future conditions under which the power system may
be vulnerable. This information permits the dispatch-
ers to prepare the necessary corrective actions to oper-
ate the power systems securely. The third application
of STLF is to provide system dispatchers with timely
information [14].

High penetration of renewable energy sources is
one of the major characteristics of smart grid while
high intermittency of renewable energy sources makes
the scheduling and unit commitment more complex.
The effective scheduling for better load-generation
balance, real time load forecasting is important. For
real time forecasting in smart grid, the net process-
ing time should be less. STLF has significant eco-
nomic, social and environmental effects, which re-
sults into large number of investigation in this field.
Large number of techniques are implemented like
Fuzzy logic approach [21], Artificial neural networks
[7], Bayesian network [22] and classical statistical ap-
proaches like Automatic Regression Moving Average
(ARMA) [12] etc. In last decades different techniques
combined with neural network architectures and sup-
port vector regression models are introduced [31-36].
The Neural Network Models are providing compar-

atively better results, but it requires relatively large
amount of training data for more accurate results and
there are high chances of overfitting. Therefore the
memory requirement and processing time are quite
high, due to these problems real time application is
difficult with ANN models. So more accurate mod-
els having negligible processing time are required, this
leads to Support Vector Regression model. The simple
SVR models with predefined model paramters have
great potential towards online forecasting, but hyper-
parameter optimization is time consuming [36]. The
above mentioned models require all the correlated fac-
tors like temperature, humidity, social and other ex-
ogenous factors and large amount of historical data
for better accuracy. To avoid these prerequisites, Grey
System based prediction is one of the best choices
[19],[20]. Grey Index Models are applied when there
is no proper information about data sets and its cause
factors [30]. The proposed models use only four hour
load data as input for the prediction of next hour load.

This paper is further organized as follows: Sec-
tion 2 defines Grey (1, 1) model and Grey (1, N)
model. Section 3 gives data selection for forecasting.
Section 4 compare the different forecasted outputs
with actual values. Section 5 concludes that GMD (1,
2) gives best performance.

2 GREY MODEL

2.1 Grey One Index Model

GM (1, 1) type of grey model is pronounced as Grey
Model First Order One Variable. This model is a time
series forecasting model. The differential equations of
the GM (1, 1) model have time-varying coefficients.
In other words, the model is renewed as the new data
become available to the prediction model. The GM
(1, 1) model can only be used in positive data se-
quences [15-18]. In this model, since all the primitive
data points are positive, grey models can be used to
forecast the future values of the primitive data points.
In order to smooth the randomness, the primitive data
obtained from the system to form the GM (1, 1) is
subjected to an operator, named Accumulating Gener-
ation Operator (AGO) (Deng, 1989). The differential
equation (i.e. GM (1, 1)) is solved to obtain the n-step
ahead predicted value of the system. Finally, using
the predicted value, the Inverse Accumulating Gener-
ation Operator (IAGO) is applied to find the predicted
values of original data [19-21].

Consider a time sequence X0 that denotes previ-
ous day load profile

X0 = (X0(1), X0(2), X0(3), ..., X0(n)) (1)
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When this sequence is subjected to the Accumulating
Generation Operation (AGO), the following sequence
X1 is obtained. It is obvious that X1 is monotonically
increasing.

X1 = (X1(1), X1(2), X1(3), ..., X1(n)) (2)

where,

X1(k) =
k∑

i=1

X0(k)Z1X1 (3)

K=1,2,3,4,5...............n
The generated mean sequence Z1 of X1 is de-

fined as

Z1 = [Z1(1), Z1(2), Z1(3), ..., Z1(n)] (4)

Where, Z1 is the mean value of adjacent data.

Z1(k) = 0.5(X1(k) +X1(k − 1)) (5)

The least square estimate sequence of the grey differ-
ence equation of GM (1, 1) is defined as follows

X0(k) + aZ1(k) = b (6)

The whitening equation is therefore, as follows

d

dt
X1(t) + aX1(t) = b (7)

In above,
[
a b

]T is a sequence of parameters that can
be found as follows[

a b
]T

=
[
BT B

]−1
.BT .Y (8)

Where

Y = [x1(2), x1(3), ..., x1(n)]
T (9)

B =


−Z1(2) 1
−Z1(3) 1
−Z1(4) 1

: :
−Z1(n) 1

 (10)

The solution of x1(t) at time k is given by

X1
p (k + 1) = [X1(0)− b

a
]e−ak +

b

a
(11)

To obtain the predicted value of the primitive data at
time (k+ 1), the IAGO is used to establish the follow-
ing grey model [23-25].

X0
p (k + 1) =

[
[X1(0)− b

a
]e−ak +

b

a

]
(1− ea)

(12)

2.2 Grey N Index Model

The second index in the GM (1, N) grey model stands
for N variables (X0

1 , X
0
2 , ..., X

0
N ) and the differential

equation can be written as follows:

dX0
1

dt
+ aX1

1 =
N∑
i=2

bi −X1
i (13)

Where a, b1, b2, ..., bN are unknown parameters [20-
21]. These parameters can be estimated as follows:[

a b1 b2 ... bN
]T

=
[
BT B

]−1
.BT .Y (14)

where,

Y = [X1(2), X1(3), ..., X1(n)]
T (15)

B =


−Z1(2) X1

2 (2) ... X1
N (2)

−Z1(3) X1
2 (3) ... X1

N (2)
−Z1(4) X1

2 (4) ... X1
N (2)

: : :
−Z1(n) X1

2 (n) ... X1
N (2)

 (16)

The forecasts of X1
1 can be derived by

X1
p (k + 1) = (X1(0)−

N∑
i=2

bi−1

a
X1

i (k + 1))e−ak+

N∑
i=2

bi−1

a
X1

i (k + 1)

(17)

To obtain the predicted value of the primitive data at
time (k+ 1), the IAGO is used to establish the follow-
ing grey model [19][23-24].

X0
p (k+1) =

([
X1(0)− b

a

]
e−ak + b

a

)
(1−ea) (18)

3 DATA SELECTION

In this paper, we have selected data from PJM Mid-
Atlantic Region[26]. In GM (1,1) model, previous
four hour values are used as input and next hour is
predicted. In GMY (1,2) model, five hours from pre-
vious year similar dayday (which contains the value of
corresponding next hour in the previous year) and pre-
vious four hour values from the current year are used
as input and next hour is predicted. In GMD (1,2)
model, five hours from previous day (which contains
the value of corresponding next hour) and previous
four hour values are used as input and next hour is
predicted.
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4 RESULTS AND DISCUSSION

The load forecasted by these models were compared
to the actual load data and the error was calculated us-
ing matlab2014a. The principal statistics used to eval-
uate the performance of the proposed model are mean
absolute percentage error (MAPE) and mean absolute
error (MAE). Table II contains MAE and MAPE of
different models. Error is calculated by taking the dif-
ference between actual value and forecasted value for
each data point.

E = Y −Q (19)

Where Y is actual output, Q is predicted value. Mean
Abolute Error is calculated by taking the mean of ab-
solute error.

MAE = EA/N (20)

EA = E1 + E2 + E3.....EN (21)

Where E1, E2, E3, .....EN are absolute values of in-
dividual errors. Percentage error is calculated by di-
viding absolute value of error by corresponding actual
value.

Mean Absolute Percentage Error is the mean of
absolute percentage error

MAPE = (1/N)
∑
|PE| (22)

Table 1: MAE of GM (1,1), GMY(1,2) and GMD
(1,2) models for different days

Days
MAE (kW)

GM GMY GMD
(1,1) (1,2) (1,2)

January 20 699.01 633.96 240.88
February 20 1160.6 560.3 301.19

March 24 748.19 829.27 696.97
April 24 978 229.68 246.05
May 26 531.88 781.75 261.25
June 27 1294 1711.2 463.66
July 28 704.4 710.78 305.92

August 29 982.32 440.36 905.19
September 28 666.09 737.53 560.76

October 27 710.03 391.73 494.98
November 29 857.2 451.84 692.53
December 31 980.18 325.91 564.81

One of the main factors affecting load consump-
tion profile of mid atlantic region is temperature [29].
We have considered average monthly temperature
data for discussing the predicted load consumption
pattern from US climatic data center [28]. The months
January, February, March, April, October, November

Table 2: MAPE of GM (1,1), GMY(1,2) and GMD
(1,2) models for different days

Days
MAPE (%)

GM GMY GMD
(1,1) (1,2) (1,2)

January 20 2.34 2.26 0.85
February 20 3.22 1.51 0.80
March 24 2.56 2.84 2.39
April 24 3.59 0.82 0.86
May 26 2.30 3.31 1.17
June 27 3.61 4.81 1.16
July 28 2.25 2.29 1.01

August 29 2.88 1.29 2.54
September 28 2.73 3.10 2.37

October 27 2.73 1.51 2.01
November 29 2.66 1.42 2.15
December 31 2.80 0.93 1.62

Figure 2: Performance plot of January 20.

and December have temperature ranging from -4 to
20 degree celsius. This range corresponds to cool
weather, thus electric load demand increases in the
form of heating load, for e.g. heaters, geysers, etc,
and therefore overall load consumption is higher as is
evident from figures of corresponding months. Rest of
the months have moderate weather. July and August
are the hottest months with temperature reaching upto
31 degree Celsius, which again increases electric load
demand in the form of cooling load, for e.g. coolers,
ACs, etc. and hence their peak loads are higher than
other months; the same can be seen in the correspond-
ing Figures. Figure 2, Figure 3, Figure 4, Figure 5,
Figure 6, Figure 7, Figure 8, Figure 9, Figure 10, Fig-
ure 11, Figure 12 and Figure 13 show the performance
plots of January 20, February 20, March 24, April 24,
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May 26, June 27, July 28, August 29, September 28,
October 27, November 29 and December 31. Table I
and Table II shows MAE and MAPE of different mod-
els for different days. The average values of Mean
Absolute Error, Mean Absolute Percentage Error and
Maximum Error of GM (1,1), GMY (1,2) and GMD
(1,2) are 859.32 kW, 2.80 % and 8.74 %, 650.35 kW,
2.17 % and 11.44 %, 477.84 kW, 1.58 % and 6.18 %
respectievely. MAPE is reduced by 28.89% from GM
(1,1) to GMY (1,2) and by 77.84% from GM (1,1) to
GMD (1,2). The performance plots show that GMY
(1,2) possess some abnormal points, this is due to the
large difference in data between two years at some
points. Out of three models, GMD (1,2) shows better
results, MAPE is only about 1.58%. The performance
parameters of the best model (GMD (1,2)) are com-
pared with SVRGA model proposed by the authors in
[37]. MAPE is reduced by 27.52 % from SVRGA TO
GMD (1,2).

Figure 3: Performance plot of February 20

Figure 4: Performance plot of March 24

Figure 5: Performance plot of April 24

Figure 6: Performance plot of May 26

Figure 7: Performance plot of June 27
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Figure 8: Performance plot of July 28

Figure 9: Performance plot of August 29

Figure 10: Performance plot of September 28

Figure 11: Performance plot of October 27

Figure 12: Performance plot of November 29

Figure 13: Performance plot of December 31
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5 CONCLUSION

There is a major economical inspiration for improving
the accuracy of electrical load forecasting. Efficient
load forecasting methods are very helpful for unit
commitment, hydrothermal scheduling, inter change
evaluation and security assessments. In the past, var-
ious load forecasting methods have been developed
for the short term load prediction problems. How-
ever, very few scholars tried to introduce the Grey
model.The Grey Index Models requires only small
amount of data, here only 9 data points are used as
input. This leads to less memory requirement and fast
operation. Grey Index Models have great accuracy
level with only negligible processing time, so we can
use these models in real time forecasting in smart grid
network. Thus, the authors developed a pilot study for
predicting the hourly load using the data being mea-
sured in previous hours, previous year similar day val-
ues and previous day values and got satisfactory fore-
casting results. There is 28.89% reduction in MAPE
from GM (1, 1) model to GMY (1, 2) model and 77.84
% reducction in MAPE from GM (1,1) to GMD (1,2)
which shows different features have different effect on
forecasting accuracy. Out of these three model GMD
(1,2) has highest accuracy of 98.42%. The grey model
can be used for real time forecasting in the areas where
large amount of data and the factors affecting load are
not known. We can further improve the accuracy by
the addition of exoegenous factors.
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